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British Antarctic Survey researchers conduct expeditions to assess 
the effects of global warming and overfishing. Antarctic Krill are 
vital to the food chain as whales, seals, penguins, albatrosses, 
petrels, squid, and many more feed on this prawn-like creature 
[1]. Given the potential for human error during these rigorous 
missions, automation offers a promising solution. The advent of 
deep learning has notably advanced Computer Vision, enabling 
nuanced image differentiation. Employing such sophisticated 
models could expedite research, facilitating precise animal 
identification and parameter assignment, thereby optimizing 
fieldwork efficiency and accuracy.

Our computer vision pipeline, comprised of modular 
components, facilitates the labelling, detection, preprocessing, 
and classification of Antarctic Krill imagery. Initial processing via a 
web application normalizes and sequences bounding box labels, 
accommodating variations in krill and box sizes. The resultant 
images, as shown in Figures 1 and 2, retain true size 
representation and offer composite views of each specimen.

With approximately 10,500 instances, each krill carries encoded 
maturity stage and length parameters, as depicted in Figures 3, 4, 
5. Maturity stage is encoded as F/M - female/male, A/S -
adult/subadult, 1/2/3 - advanced matureness indicator. Length is 
measured in millimeters with each specimen having a body 
length of 20-60mm.
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Bounding box coordinates and instance masks constitute four-
dimensional input vectors across various dataset views . This 
framework incorporates additional contextual information via box 
coordinates, while ensuring precise object representation through 
instance masks, thereby optimally balancing the visual information 
and object outline bounds.

Fig 1: Krill detection from the "Krill 
tool" web application.

Fig 2: Accurate krill instance mask 
generation.

Fig 3: Krill sample visualization of 
the lateral view. Fig 5: Length sample distribution.

Fig 4: Maturity sample distribution

The system leverages dual losses—categorical cross-entropy and 
root mean square error—to concurrently generalize two tasks 
from a single input image. Owing to the tasks' inherent 
correlation, an aggregate loss is employed via a hard parameter 
sharing approach [3], thereby promoting the evolution of task-
specific backbone weights in a balanced manner.

Fig 6: Multi-task learning result 
matrix showing 73% accuracy.

The proposed computer vision pipeline achieves a highest accuracy of 
73% for maturity classification while maintaining a 1.5 mm error for 
the length estimation task. Misclassification mostly occurs between 
neighbouring maturity stages such as MS2-MS3, MA1-MA2, FA2-FA3, 
etc. These stages are difficult to distinguish even by an experienced 
researcher and often involves the use of a microscope. The experiment 
results indicate that the produced models can be integrated with an 
application which would drastically improve the speed of Antarctic Krill 
analysis.

Fig 7: Prediction visualisation.

Table 1: Multi-task learning results. Best 3 models highlighted 1 , 2 , 3 . Values 
display the highest achieved balanced accuracy (higher is better) and root mean 
square error (lower is better) for the test set.
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