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Objectives

Accurate and efficient human detection and body posture 

recognition are crucial factors that facilitate the safe and 

productive operation of collaborative robots in various domains: 

industrial manufacturing [1], healthcare, social environments, and 

agriculture. This work focuses on developing a human sensing 

framework that utilizes images from three-dimensional (3D) 

cameras mounted on a mobile robot that navigates in 

environments surrounded by human co-workers. An important 

feature of this system is scalability, which allows the human 

sensing framework to receive images from multiple cameras 

simultaneously as inputs without excessively increasing the 

computation cost. Furthermore, the system is utilized to 

accurately estimate the 3D human pose based on the two-

dimensional (2D) pose data extracted from human body joints [2].

• Developing a vision-based human sensing system that can 
effectively detect and track humans within the captured frames 
and extract information regarding body postures

• Developing a scalable vision-based human sensing system 
capable of utilizing images from multiple cameras as inputs

• Reconstructing the 3D pose of human body joints in real-world 
space based on their 2D representations

Methodology

Integrating a human-aware motion planning into the robot by using the 
3D pose information of the humans in the environment 
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• Designing an advanced and scalable vision-based human 
sensing framework using images captured from 3D cameras 
integrated on a mobile robot
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Figure 1: Human detection, tracking, and body pose estimation 
using Ultralytics YOLOv8 model on the dataset as ROS bags [4] 

Figure 2: Gazebo simulation of the Husky mobile robot with the multi-camera 
setup and animated humans

Figure 3: Fused image obtained from multiple cameras (front, right and left cameras)

Figure 4: Reconstructing the 3D pose of body joints and visualizing them using human stick figures 
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